
*Corresponding Author: 
Email : budi.m12@gmail.com 
Alamat : Jl. Kalilom Lor Indah Surabaya This article is published under  a Creative Commons 

Attribution 4.0 International License. 

Scan 
Jurnal Teknologi Informasi dan Komunikasi 

 
 
 

ISSN (Print): 1978-0087 
ISSN (Online): 2686-6099 

Volume 20 Nomor 2, Bulan Juni 2025 
Halaman: 82-89 

Pengembangan Sistem Tanya Jawab Hukum Indonesia 
Menggunakan Pendekatan NLP dan Model BM25 

Budi Mukhamad Mulyo1*, Rangsang Purnama2, Rifki Fahrial Zainal3, Lutfia Febrianti4  
1Informatika, Fakultas Ilmu Komputer, Universitas Pembangunan Nasional “Veteran” 

Jawa Timur, Indonesia 
2,3,4Teknik Informatika, Fakultas Teknik, Universitas Bhayangkara Surabaya, Indonesia 

Diterima: 11 Januari, 2025 | Revisi: 11 Mei, 2025 | Diterbitkan: 10 Juni 2025 

DOI: https://doi.org/10.33005/scan.v20i1.5662 

ABTSRAK 
Penelitian ini bertujuan mengembangkan dataset sistem tanya jawab terkait peraturan 
perundang-undangan di Indonesia, khususnya UUD 1945 dan Undang-Undang Tahun 2023. 
Dataset yang dibangun terdiri dari kutipan, pertanyaan, dan jawaban, di mana setiap jawaban 
secara eksplisit merujuk pada kutipan terkait untuk menjaga konsistensi dan validitas data. 
Proses pembangunan dataset melibatkan tahapan pra-pemrosesan data, meliputi tokenisasi, 
penghapusan stopword, dan stemming menggunakan alat pemrosesan bahasa alami untuk 
Bahasa Indonesia. Sebagai mekanisme pencarian jawaban, diterapkan sistem berbasis model 
BM25 untuk menilai relevansi antara pertanyaan dan kutipan. Evaluasi sistem dilakukan 
menggunakan metrik Normalized Discounted Cumulative Gain (NDCG) untuk mengukur kualitas 
peringkat hasil pencarian. Hasil pengujian menunjukkan nilai NDCG@5 sebesar 0,906, yang 
mengindikasikan kemampuan sistem dalam menempatkan jawaban relevan pada posisi teratas. 
Meskipun demikian, tantangan masih muncul pada pertanyaan yang ambigu atau memiliki 
cakupan luas. Oleh karena itu, pengembangan selanjutnya bisa memperbanyak dataset dan 
integrasi model terbaru seperti IndoBERT untuk meningkatkan kinerja sistem. 

Kata  Kunci: sistem tanya jawab, Undang-Undang, UUD 1945, BM25, pemrosesan bahasa alami, 
NDCG 

Indonesian Law Question Answering System Using NLP Approaches and BM25 

Model 

ABSTRACT 
This study aims to develop a dataset of question and answer systems related to Indonesian Laws, 
especially the 1945 Constitution and the 2023 Law. This dataset consists of three main 
components, namely citations, questions, and answers, where the answers exclusively refer to 
existing citations to ensure data consistency and validity. The dataset development process 
involves data preprocessing stages such as tokenization, stopword removal, and stemming using 
natural language processing tools suitable for Indonesian. In addition, a BM25 model-based 
system is applied to support the search and retrieval of relevant answers based on question input. 
System testing is carried out using various evaluation metrics to assess the relevance of the 
answer results, including the Normalized Discounted Cumulative Gain (NDCG) which is used to 
measure the quality of search result rankings. The evaluation results show an NDCG@5 value of 
0.906, indicating that the system is able to provide relevant search results in the top position for 
most questions. However, challenges arise in questions that are ambiguous or have a wide scope, 
where the answers given by the system are sometimes less precise. Therefore, increasing the 
dataset, such as adding variations of citation and question data, is needed to improve the overall 
performance of the system. The results of this study are expected to be the basis for further 
development of a legal-based question and answer system in Indonesia. The potential for 
expanding the dataset includes other laws outside the 1945 Constitution and the 2023 Law, as 
well as the integration of deep learning-based models such as IndoBERT to improve the accuracy 
and flexibility of the system. 

Keywords: question and answer system, Law, UUD 1945, BM25, natural language processing, 
NDCG 
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PENDAHULUAN 
Undang-Undang Dasar 1945 (UUD 1945) dan berbagai peraturan perundang-undangan 
merupakan landasan hukum bagi penyelenggaraan negara di Indonesia. Seiring dengan 
meningkatnya kebutuhan masyarakat akan aksesibilitas informasi hukum, 
pengembangan sistem berbasis teknologi yang mampu menjawab pertanyaan terkait 
Undang-Undang secara otomatis menjadi hal yang sangat relevan[1]. Sistem tanya 
jawab berbasis Undang-Undang[2] dapat menjadi solusi untuk memberikan jawaban 
yang cepat, akurat, dan relevan, baik untuk akademisi, praktisi hukum, maupun 
masyarakat umum. 

Dalam pengembangan sistem tanya jawab ini, evaluasi kinerja sistem menjadi hal 

yang sangat penting untuk memastikan relevansi dan akurasi hasil. Salah satu metrik 

yang sering digunakan dalam penelitian terkait adalah Normalized Discounted 

Cumulative Gain (NDCG), yang telah banyak diterapkan dalam sistem pencarian dan 

rekomendasi. Pada khususnya, varian NDCG@k seperti NDCG@5 banyak digunakan 

untuk mengevaluasi kualitas hasil pada posisi teratas, sesuai dengan perilaku pengguna 

yang biasanya hanya memperhatikan hasil pertama. Penelitian terbaru dalam tiga tahun 

terakhir menunjukkan bahwa NDCG@5 tetap menjadi metrik yang relevan dalam 

mengukur kinerja sistem peringkat, seperti yang dibahas dalam artikel Learning to Rank 

Ace Neural Architectures via Normalized Discounted Cumulative Gain[3] dan panduan 

teknis lainnya. 

Penelitian ini bertujuan untuk mengembangkan dataset dan sistem tanya jawab 

otomatis yang relevan dengan konteks hukum di Indonesia, khususnya terkait UUD 1945 

dan Undang-Undang Tahun 2023. Dengan menggunakan model BM25 untuk pencarian, 

penelitian ini juga mengevaluasi sistem menggunakan NDCG@5, sebagai metrik utama 

untuk mengukur relevansi jawaban dalam posisi teratas. Diharapkan, hasil penelitian ini 

dapat memberikan kontribusi dalam pengembangan lebih lanjut sistem berbasis hukum 

yang akurat dan andal di Indonesia. 

Pengembangan sistem tanya jawab hukum berbasis Natural Language 

Processing (NLP) dan metode pencarian telah banyak dilakukan dalam beberapa tahun 

terakhir[4], [5], [6], [7]. Misalnya Penelitian[8] yang mengembangkan sistem tanya jawab 

format bebas yang menggunakan metode pencocokan kueri tradisional dan model NLP 

untuk meningkatkan relevansi jawaban. Sementara itu, penelitian lainnya[9] 

memfokuskan penelitian pada pembelajaran aturan hukum dari teks legal dengan 

pendekatan NLP, yang efektif untuk mengatasi kompleksitas bahasa hukum. Penelitian 

lain membahas pentingnya akses ke bantuan hukum dan keadilan bagi semua individu, 

terutama berfokus pada mereka yang berada di daerah pedesaan dan masyarakat 

terpinggirkan[10]. Studi lainnya[11] menyajikan survei komprehensif tentang Large 

Language Models (LLM) dalam pemrosesan dokumen hukum, yang menunjukkan 

potensi besar integrasi algoritma modern seperti BERT dan BM25. 

Dalam konteks implementasi sistem tanya jawab legal, tim Miko[12] dan VLH[13] 

dalam kompetisi ALQAC berhasil memanfaatkan BERT-based models untuk pencarian 

dokumen hukum dan ekstraksi jawaban. Pendekatan ini menggabungkan metode 

retrieval klasik seperti BM25 dengan model deep learning, yang meningkatkan performa 

sistem dalam memberikan jawaban yang relevan. Peneliti tersebut[14] melanjutkan 

penelitian ini dengan mengoptimalkan pre-trained models untuk mendukung pencarian 

informasi hukum yang lebih akurat. Sebaliknya, Penelitian lainnya[15] menerapkan 
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struktur predicate argument untuk sistem ujian hukum, yang membantu memahami 

hubungan semantik dalam teks. 

Pengembangan sistem tanya jawab bahasa Indonesia juga menjadi bagian 

pengembangan Kecerdasan buatan dalam fokus bahasa indonesia[16], misalnya juga 

penelitian tentang Deep Learning yang diimplementasikan ke dalam teks[17]. Penelitian 

terkait lainnya kemajuan terbaru dalam Sistem Penjawab Pertanyaan (QAS) yang 

menggunakan teknik Pemrosesan Bahasa Alami (NLP), dengan fokus pada skenario di 

mana jawaban secara eksplisit hadir dalam sumber teks[18]. Selanjutnya, Peneliti 

lainnya[19] juga melakukan penelitian untuk mengevaluasi penggunaan BM25 yang 

ditingkatkan untuk pengambilan dokumen hukum dalam kompetisi FIRE2019. Peneliti 

lain[20] menambahkan bahwa integrasi model BERT dan Attention secara signifikan 

meningkatkan performa sistem tanya jawab pilihan ganda dalam konteks legal. 

Penelitian lainnya juga berfokus pada pengembangan dataset hukum yang 

berkualitas tinggi[21], merancang sistem tanya jawab berbasis FrameNet untuk 

meningkatkan pemahaman semantik pada teks legal. Di sisi lain, Peneliti lain[22] 

menggabungkan language modeling dengan teknik tanya jawab untuk menghasilkan 

teks hukum yang lebih relevan dan akurat. Artikel lain juga[23] mengeksplorasi 

perkembangan sistem tanya jawab berbasis state-of-the-art NLP, sementara peneliti 

lainnya[24] menggunakan arsitektur BERT-BiGRU untuk meningkatkan akurasi jawaban 

pada teks hukum berbahasa Mandarin. 

Penelitian-penelitian ini menunjukkan bahwa pendekatan gabungan antara 

metode retrieval klasik seperti BM25, model modern seperti BERT, dan pengembangan 

dataset terstruktur memainkan peran kunci dalam meningkatkan relevansi, akurasi, dan 

efisiensi sistem tanya jawab hukum. 

METODE PENELITIAN 

Dataset Pengujian 

Tabel 1 

Data Contoh Sampling 

Context   Keywords   Response   

Apa yang dimaksud 

dengan konstitusi? 

definisi Konstitusi, makna konstitusi konstitusi adalah 

keseluruhan si... 

Apakah penting untuk 

mempunyai konstitusi 

dala...    

pentingnya konstitusi 'Konstitusi itu 

penting karena 

konstitusi memu... 

Ada berapa bentuk 

dari konstitusi? 

Sebutkan da.. 

bentuk konstitusi   Konstitusi dibagi 

menjadi 2 (dua) 

bentuk, yait.. 

Bagaimanakah 

konstitusi itu dibuat 

atau terben.. 

konstitusi terbentuk Jimly menyebutkan 

konstitusi umumnya 

dipahami ... 

Apa tujuan dari 

dibentuknya sebuah 

konstitusi? 

tujuan dibentuk konstitusi, UUD 

1945 

'Tujuan-tujuan 

adanya konstitusi 

secara ringka... 

Sumber: Data Diolah 
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Dataset pengujian terdiri dari pasangan pertanyaan dan jawaban referensi (gold 

standard) yang dirancang untuk mencakup berbagai jenis pertanyaan terkait UUD 1945 

dan Undang-Undang Tahun 2023[25]. Tabel 1 memperlihatkan data contoh sampling 

yang digunakan dalam penelitian ini. 

Proses Evaluasi 

a. Pertanyaan dari dataset pengujian diproses melalui model BM25. 

b. Model memberikan daftar kutipan dengan peringkat relevansi berdasarkan skor 

BM25 

c. NDCG@5 dihitung untuk setiap pertanyaan dengan membandingkan hasil sistem 

dengan hasil ideal (gold standard). 

Formula 

Formula NDCG@5: 

𝑁𝐷𝐶𝐺@5 =
𝐷𝐶𝐺@5

𝐼𝐷𝐶𝐺@5
     (1) 

 

Formula DCG@5: 

𝐷𝐶𝐺@5 = ∑5
𝑖=1

2𝑟𝑒𝑙𝑖−1

(𝑖+1) 
     (2) 

IDCG@5: DCG untuk peringkat ideal (jawaban yang relevan pada posisi teratas). 

Interpretasi 

a. NDCG@5 = 1: Semua hasil pada 5 posisi teratas adalah jawaban paling relevan. 

b. NDCG@5 mendekati 0: Jawaban yang relevan tidak ditemukan dalam 5 hasil 

teratas. 

HASIL DAN PEMBAHASAN 

Pengembangan sistem tanya jawab hukum berbasis teknologi merupakan upaya untuk 

menjawab kebutuhan masyarakat akan akses informasi hukum yang relevan, cepat, dan 

akurat. Dalam penelitian ini, pendekatan Natural Language Processing (NLP) 

digunakan, dengan memanfaatkan model BM25 sebagai dasar untuk membangun 

sistem tanya jawab yang berfokus pada Undang-Undang Dasar 1945 dan Undang-

Undang Tahun 2023. Model BM25 dipilih karena kemampuannya untuk memberikan 

peringkat relevansi berdasarkan pencocokan kata kunci, yang sesuai untuk tahap awal 

pengembangan sistem informasi hukum. Dataset yang digunakan dalam sistem ini 

dirancang untuk mencakup komponen utama berupa kutipan, pertanyaan, dan jawaban, 

dengan memastikan bahwa setiap jawaban merujuk secara eksklusif pada kutipan yang 

relevan. 

Proses pembangunan dataset melibatkan tahapan preprocessing data seperti 

tokenisasi, penghapusan stopword, dan stemming, menggunakan alat pemrosesan 

bahasa alami yang dirancang untuk Bahasa Indonesia. Tahapan ini bertujuan untuk 

menghasilkan dataset yang optimal untuk model BM25, sehingga sistem dapat 

memberikan jawaban yang relevan. Meski demikian, keterbatasan model BM25 dalam 

memahami konteks semantik yang lebih kompleks menjadi tantangan yang perlu 

ditangani pada pengembangan berikutnya. 
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Gambar 1. Grafik Evaluation Metrics 

 
Gambar 2. Sampling tanya jawab  

Hasil evaluasi menggunakan metrik Average Precision@k dan NDCG@k 

menunjukkan bahwa performa sistem meningkat seiring bertambahnya nilai k, seperti 

yang digambarkan pada gambar 1. Nilai Average Precision@k cenderung naik dari 0,12 

pada k=1 menjadi 0,22 pada k=10, menandakan adanya peningkatan proporsi dokumen 

relevan di antara hasil teratas. Sementara itu, nilai NDCG@k juga mengalami 

peningkatan yang lebih signifikan, dari 0,32 pada k=1 hingga 0,52 pada k=10, yang 

mengindikasikan bahwa dokumen-dokumen relevan umumnya berhasil ditempatkan 

pada posisi atas dalam daftar hasil pencarian. Pola ini menunjukkan bahwa sistem telah 

mampu mengidentifikasi dokumen relevan dengan cukup baik, meskipun masih terdapat 

ruang untuk peningkatan akurasi, terutama pada posisi teratas hasil pencarian. 

Hasil evaluasi sistem menggunakan metrik Normalized Discounted Cumulative 

Gain (NDCG@5) menunjukkan bahwa model BM25 yang diterapkan mampu 

memberikan performa yang sangat baik untuk pertanyaan spesifik. Dari 100 pertanyaan 

uji, sistem mencapai skor rata-rata NDCG@5 sebesar 0,906, yang mengindikasikan 

bahwa jawaban yang relevan secara konsisten ditemukan dalam lima posisi teratas hasil 

pencarian. Sebanyak 65% dari pertanyaan memiliki skor NDCG@5 = 1.0, menunjukkan 

bahwa semua hasil dalam lima posisi teratas adalah jawaban paling relevan. Sementara 

itu, 25% pertanyaan memiliki skor antara 0,5 hingga 1,0, di mana sebagian besar 

jawaban relevan ditemukan tetapi tidak pada posisi tertinggi. Sisanya, sekitar 10%, 

memiliki skor NDCG@5 di bawah 0,5, yang mengindikasikan bahwa jawaban relevan 

tidak ditemukan dalam lima posisi teratas. 

Diskusi lebih lanjut menunjukkan bahwa sistem sangat efektif untuk pertanyaan 

yang bersifat spesifik dan langsung, terutama jika kata kunci dalam pertanyaan selaras 

dengan kutipan yang ada dalam dataset. Misalnya seperti pada gambar 2 pertanyaan 

terkait pengertian, sistem bisa langsung menjawab dengan tepat dan benar. Namun, 

tantangan muncul pada pertanyaan yang ambigu atau dengan cakupan luas, di mana 

relevansi jawaban menurun akibat keterbatasan model BM25 yang hanya 

mengandalkan pencocokan kata kunci. Selain itu, cakupan dataset juga memengaruhi 
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hasil sistem. Pertanyaan yang tidak tercakup dengan baik oleh kutipan dalam dataset 

menghasilkan skor relevansi yang rendah, sehingga memperkuat kebutuhan untuk 

memperluas dan memperkaya dataset. 

Berdasarkan hasil ini, langkah berikutnya dalam pengembangan adalah 

memperluas dataset dengan menambahkan variasi kutipan dan pertanyaan, yang 

mencakup berbagai konteks hukum di luar Undang-Undang Dasar 1945 dan Undang-

Undang Tahun 2023. Selain itu, integrasi model pembelajaran mendalam seperti 

IndoBERT dapat menjadi solusi untuk mengatasi keterbatasan semantik yang ada pada 

model BM25. Model pembelajaran mendalam memungkinkan pemahaman konteks 

yang lebih kompleks, sehingga dapat meningkatkan akurasi dan relevansi jawaban 

untuk pertanyaan yang ambigu atau memerlukan pemahaman lebih mendalam. 

Penelitian ini memberikan kontribusi penting dalam pengembangan sistem hukum 

berbasis teknologi di Indonesia. Dengan pendekatan yang menggabungkan dataset 

yang terstruktur, evaluasi yang ketat, dan penggunaan teknologi modern, sistem ini 

memiliki potensi untuk menjadi alat yang berguna bagi berbagai pihak, termasuk 

akademisi, praktisi hukum, dan masyarakat umum. Pengembangan lebih lanjut dengan 

integrasi teknologi canggih dan perluasan cakupan dataset diharapkan dapat 

memberikan dampak yang lebih besar dalam meningkatkan aksesibilitas dan efisiensi 

informasi hukum di Indonesia. 

SIMPULAN 

Evaluasi menggunakan metrik NDCG@5 menunjukkan bahwa sistem tanya jawab 

berbasis BM25 memberikan performa yang sangat baik untuk pertanyaan spesifik, 

dengan skor rata-rata sebesar 0,906. Nilai ini mengindikasikan bahwa sistem mampu 

menempatkan jawaban-jawaban relevan pada lima posisi teratas hasil pencarian untuk 

sebagian besar pertanyaan yang diajukan. Proses evaluasi dilakukan dengan menguji 

100 pertanyaan yang bervariasi dari segi topik dan tingkat kejelasan, sehingga dapat 

mencerminkan kemampuan sistem dalam berbagai situasi. 

Analisis lebih lanjut terhadap distribusi skor NDCG@5 memperlihatkan bahwa 

untuk pertanyaan yang bersifat eksplisit dan langsung, sistem hampir selalu berhasil 

menghadirkan jawaban paling relevan pada peringkat teratas. Namun, untuk pertanyaan 

yang ambigu atau memiliki konteks yang lebih luas, performa sistem cenderung 

menurun, di mana jawaban relevan tidak selalu muncul di posisi teratas atau bahkan 

tidak ditemukan di antara lima hasil utama. 

Temuan ini menunjukkan bahwa meskipun BM25 sangat efektif untuk pertanyaan-

pertanyaan dengan konteks yang jelas, masih terdapat peluang untuk meningkatkan 

relevansi jawaban pada pertanyaan yang kompleks. Salah satu upaya pengembangan 

ke depan adalah memperluas dan memperkaya dataset pertanyaan, sehingga cakupan 

sistem menjadi lebih beragam dan adaptif. Selain itu, integrasi model pembelajaran 

mendalam (deep learning), seperti BERT atau transformer-based models, juga dapat 

dipertimbangkan untuk meningkatkan pemahaman konteks dan nuansa bahasa, 

sehingga sistem mampu memberikan jawaban yang lebih akurat, khususnya pada 

pertanyaan-pertanyaan yang lebih kompleks atau ambigu. 
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